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1	� Background

Many societies have become increasingly aware 
of hate speech in recent years, as it has reached 
unprecedented levels [1]. Online hate speech 
(OHS) can cultivate a climate of fear, intolerance, 
and hatred toward social groups. Moreover, OHS 
can reinforce discriminatory beliefs and actions, 
intensifying the oppression and marginalization 
of the targeted group [2]. Adolescents rely heav-
ily on information and communication technolo-

gies (ICT) while dealing with different 
developmental tasks, including identity explora-
tion, development of autonomy, search for 
belonging, and formation of romantic relation-
ships [3]. As they seek to establish their sense of 
identity by affiliating with (online) social groups, 
adolescents become vulnerable to being targeted 
by hate groups [4]. Equipping adolescents with 
the skills they need to deal with this emerging 
online risk constitutes a significant challenge for 
researchers, educators, practitioners, and caregiv-
ers. This chapter provides an overview of defini-
tional issues, theoretical frameworks, research 
findings, and empirical research on adolescents’ 
(ages 12–18 years) OHS victimization and perpe-
tration. It concludes with future research direc-
tions and recommendations for practitioners.

2	� Current State

2.1	� A New Definition for an Old 
Phenomenon

Hatred towards particular groups has existed for 
a long time in human history. Legal experts, 
such as Mari Matsuda [5], back in the 1980s, 
introduced the term racist speech, which 
espouses ethnic inferiority, targets historically 
oppressed groups, and is hateful and conde-
scending. In subsequent years, the term racist 
speech has been replaced by the more compre-
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hensive term hate speech, referring to all forms 
of expression that spread, incite, promote, or 
justify hatred against people based on assigned 
characteristics, including but not limited to gen-
der identity, sexual orientation, disability status, 
and religious affiliation. However, the definition 
of hate speech can vary widely depending on 
who is historically oppressed, what forms of 
oppression are deemed unacceptable, and where 
the lines between free and hate speech are drawn 
[6]. More recently, the term has been extended 
to the online context and groups of people who 
are not traditionally oppressed per se (e.g., poli-
ticians, journalists, etc.) but are perceived as 
allies. In addition, the terms hate speech and 
cyberhate are often used interchangeably, which 
adds to the inconsistencies regarding terminol-
ogy and obscures the fact that hate speech 
occurs online and offline.

A major challenge in current research is that 
no generally agreed-upon definition exists [6]. To 
address this gap, Kansok-Dusche et al. [7] con-
ducted a systematic review of definitions in exist-
ing online and offline hate speech research 
conducted with young people and derived the fol-
lowing definition:

Hate speech is a derogatory expression (e.g., 
words, posts, text messages, images, and videos) 
about people (directly or vicariously) on the basis 
of assigned group characteristics (e.g., ethnicity, 
nationality, gender, sexual orientation, disability, 
and religion). Hate speech is based on an intention 
to harm and it has the potential to cause harm on 
multiple different levels (e.g., individual, commu-
nal, and societal) [7]. (p. 11)

The proposed definition consists of four key 
elements. First, it encompasses various human 
behaviors in online and offline settings. Second, 
it involves targeting people based on assigned 
group characteristics; however, it is intentionally 
broad, as it acknowledges that social categories 
beyond currently marginalized groups could 
become victims of hate speech. Third, it recog-
nizes that derogatory expressions can cause harm 
on various levels. Finally, the proposed definition 
focuses on the intention to harm rather than being 
limited to biased attitudes or emotions. Despite 

the effort to systematize existing knowledge, this 
definition presents challenges, especially in 
assessment, as it is difficult to assess individuals’ 
intentions behind the observable aggressive 
speech and the impact on victims, communities, 
or societies.

2.2	� Frequency Rates 
and Assessment of Online 
Hate Speech Involvement

According to a recent systematic review, fre-
quency rates for witnessing OHS vary between 
31.4% and 68.5%, for perpetration between 4.2% 
and 32.2%, and victimization between 9% and 
23.4% [7]. The varying estimates of frequency 
rates across different studies can be attributed to 
country differences (e.g., how hate speech is 
defined in each particular country), methodologi-
cal differences, including the reference period 
(e.g., lifetime, last 3  months), response options 
(dichotomous or polytomous), whether a defini-
tion of OHS is provided beforehand or not, sample 
characteristics (e.g., age, gender, ethnicity distri-
bution), and whether OHS is measured in general 
or targeting a specific group (e.g., racist OHS). 
From a methodological point of view, instruments 
to investigate young people’s involvement in OHS 
are often based on single-item measures (e.g., In 
the past 12 months, how often have you witnessed 
online hate speech?), sometimes with a definition 
as an introduction to the single-item measures. 
Using single-item measures is problematic and 
can lead to limited reliability and validity, as they 
may not fully capture complex constructs such as 
OHS or the variability in respondents’ perspec-
tives. For example, OHS can alternate between 
clearly recognizable calls for violence and deni-
gration and more subtle forms (e.g., disguised as 
irony, offensive jokes, use of stereotypes, and gen-
eralizations). Additionally, single-item measures 
can be more susceptible to measurement error and 
bias, potentially compromising the accuracy and 
interpretiveness of findings. Given this complex-
ity, using multiple-item scales to measure various 
OHS manifestations is critical.
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2.3	� Theory and Research 
on Online Hate Speech 
Perpetration

Several theories have been tested to understand 
why adolescents share, publish, or produce 
hateful online content. For example, using the 
Online Disinhibition Effect [10], empirical evi-
dence revealed that toxic online disinhibition 
was positively linked to OHS perpetration [11]. 
Applying the Social Cognitive Theory of 
Morality [12], research revealed that a series of 
moral disengagement mechanisms (i.e., socio-
cognitive processes aimed to justify immoral 
behaviors through attributing blame to the tar-
get, dehumanizing the victim, and minimizing 
agency) are associated with OHS perpetration 
[13].  Past research showed that the positive 
association between witnessing and perpetrat-
ing OHS was stronger at higher levels of moral 
disengagement and weaker when moral disen-
gagement was low [13]. In other research, the 
Problem Behavior Theory [14] has been used to 
conceptualize adolescents’ engagement in OHS 
as a facet of problematic behavior that is inter-
related with other problematic behaviors, which 
all come from an underlying cause or causes, 
such as certain personality traits (e.g., impulsiv-
ity and sensation-seeking). These underlying 
causes have consistently been found to increase 
susceptibility to engaging in risky behaviors 
(e.g., violence, and delinquency). Hate speech 
perpetration has also been found to be associ-
ated with other risk factors such as contact with 
strangers online, excessive Internet use, and 
cyberbullying perpetration [15, 16]. Consistent 
with the Social Dominance Theory [17], the per-
sistence of discrimination and prejudice in soci-
eties can be attributed to the intersection of 
ideologies, institutional practices, social dynam-
ics, and personal attributes, reinforced by ide-
ologies that posit certain groups as superior and 
others as inferior. OHS likely has its foundation 
in in-group and out-group identification. Extant 
research has found that adolescents who per-
ceived their in-group as superior were more 
likely to perpetrate OHS against out-group 
members [18].

2.4	� Theory and Research 
on Online Hate Speech 
Victimization

Studies investigating factors leading to OHS vic-
timization often apply the routine activity theory 
[19] as a theoretical framework. According to this 
theory, adolescents are more likely to be victims 
when there is a convergence of three factors: 
Exposure to a motivated offender, a suitable tar-
get, and the absence of a capable guardian. 
Regarding exposure to a motivated offender, 
research findings suggest that witnessing hate 
speech, contact with strangers online, deliberate 
searches of hate-related materials online, hate 
speech perpetration, and excessive ICT use are 
linked to hate speech victimization [16, 20, 21]. 
Regarding target suitability, the research found 
that individual characteristics (e.g., being female, 
being gay, having a migration background, and 
being a member of a minority religion) increased 
the risk of OHS victimization [22]. Moreover, 
expressing online support for the LGBTQIA+ 
community, high disclosure of private informa-
tion online, offline OHS victimization, low digi-
tal media literacy, and experiences of data misuse 
online increased OHS victimization risk among 
adolescents [8, 16, 20–22].

Research on the lack of capable guardianship 
revealed that parental behavior plays a significant 
role. For example, parents sharing personal infor-
mation about their children online could increase 
their children’s risk of OHS victimization [16]. 
Also, parental mediation of children’s ICT use 
(interactions parents have with their children 
about media use) is relevant to consider. 
Instructive parental mediation of children’s 
online activities was found to be associated with 
less hate speech victimization, while restrictive 
parental mediation was positively related to 
greater OHS victimization [21]. Parents who 
adopt instructive mediation might engage in dis-
cussions with their children regarding ICT use 
and its potential risks. In turn, this may result in 
their children being better educated about the 
dangers of online interactions and greater com-
pliance with safety recommendations. 
Conversely, parents adopting restrictive 
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mediation could potentially harm their children’s 
ability to manage problematic online situations. 
Additionally, these restrictive strategies could be 
viewed as a threat to children’s independence, 
leading to increased psychological reactance and 
children’s not disclosing their experiences online.

Another avenue of research has focused on 
the consequences of OHS victimization. For 
example, victims of OHS experience adverse 
mental health outcomes, including lower men-
tal well-being and higher anxiety levels, depres-
sive symptoms, fear and insecurity, and sleeping 
disorders [23–26]. OHS victimization can also 
impact adolescents’ behavior, such as increas-
ing physical aggression, rule-breaking behav-
iors, and poor academic outcomes (i.e., 
academic motivation) [27]. In addition, fre-
quently experiencing racist OHS hindered 
Black adolescents’ development of social skills 
such as empathy, suggesting that OHS victim-
ization can impede adolescents’ ability to dem-
onstrate their full potential [28].

Only a few studies have investigated variables 
that buffer the adverse effects of OHS on victims. 
For example, one study found that resilience mea-
sured individual factors (e.g., social competence, 
personal competence, and structured style), famil-
ial factors (e.g., family cohesion), and a supportive 
environment outside the family (e.g., social 
resources), buffered against the effects of OHS 
victimization on depressive symptoms [25]. 
Another study revealed that African American 
adolescents with higher self-esteem and positive 
ethnic identity experienced less anxiety resulting 
from racial OHS victimization [29]. This suggests 
that having a strong sense of self and ethnic iden-
tity can buffer against the adverse effects of racist 
OHS.

3	� Future Research

Below are three key questions that we feel 
OHS scholars need to address over the coming 
years.

3.1	� What Are the Methodological 
Challenges in Online Hate 
Speech Research?

As research on OHS among adolescents is at an 
early stage, there are many pressing challenges to 
conducting research in this area, including how 
OHS is defined. While systematically reviewing 
existing literature might contribute to elaborating 
a scientifically sound definition, a bottom-up 
approach involving key stakeholders, including 
young people, educators, and school personnel, 
may assist in testing whether existing definitions 
reflect their lived experiences. Another Achilles’ 
heel of OHS research related to the definition is 
how OHS is measured. Accurately assessing 
OHS through research is essential to advancing 
the research field, evaluating interventions, and 
informing policymakers. As mentioned above, 
most research is currently based on single items. 
Assessing hate speech is further complicated by 
deciding whether to measure hate speech in gen-
eral or measure hate speech experienced by or 
directed at specific target groups (e.g., Muslims). 
Further, researchers must decide which deroga-
tory expressions (e.g., words, posts, messages, 
memes, and videos) and which modes (e.g., 
offensive jokes, use of stereotypes, and general-
izations) are captured in their measures.

Furthermore, most research on hate speech 
among adolescents is based on cross-sectional 
study designs, which does not allow for estab-
lishing temporal associations between OHS and 
relevant outcomes. Longitudinal and experimen-
tal OHS research is needed to refine our descrip-
tive understanding of OHS and increase our 
knowledge of risk factors and consequences. 
Finally, there is a lack of innovative data-
collection techniques in OHS research among 
adolescents. Although using peer nominations 
poses several ethical issues [30], this method 
might elucidate the social dynamics of 
OHS.  Another innovative approach might be 
using experience sampling methods (e.g., daily 
diary) to study “in real time” the daily life of ado-
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lescents involved in hate speech and its impact on 
outcomes concurrently and temporally. Using 
this technique would allow researchers to 
understand the impact of memory biases, enhance 
real-life relevance, and evaluate hypotheses 
between- and within-person levels [31].

3.2	� How Can We Increase 
Adolescents’ Engagement 
Against Online Hate Speech?

Despite the increase in research focused on hate 
speech experiences among adolescents, studies 
to date have mainly focused on perpetrators and 
victims and have only recently recognized that 
hate speech can involve others. Adolescents 
encountering OHS can show moral courage by 
countering OHS (counterspeech). Counterspeech 
is defined as a form of citizen-based response to 
hateful content to discourage it, stop it, or pro-
vide support for the victim by, for example, 
pointing out logical flaws in the hateful content 
or using facts to counteract misinformation [32]. 
Until recently, little is known about the factors 
that increase adolescents’ potential or actual 
engagement in counterspeech, factors preventing 
them from doing so, and how we can support 
adolescents to effectively stand up against OHS 
without putting themselves in danger. Such 
research should also investigate factors that mod-
erate and mediate the association between pre-
dictors and counterspeech to identify the 
conditions and mechanisms that increase the 
likelihood of counterspeech.

3.3	� What Are Effective Strategies 
to Prevent Online Hate 
Speech Involvement Among 
Adolescents?

At present, evidence-based prevention programs 
to prevent OHS among adolescents are scarce. 
Common methods for preventing biased attitudes 
and promoting positive intergroup relations often 
involve one or more of the following components: 
Interventions that encourage intergroup contact 

(e.g., youth exchange programs or reading materi-
als about members of marginalized groups), 
knowledge-based interventions (e.g., providing 
information about minorities and democratic val-
ues), and individual skill acquisition (e.g., empa-
thy training). More research is needed to 
understand the most effective approach to address 
OHS and whether varying approaches might be 
more or less effective for different groups of 
young people. In fact, a multicomponent approach 
might be effective in tackling OHS. For example, 
the “HateLess. Together against Hatred” preven-
tion program combines these elements. An evalu-
ation study found that HateLess effectively 
increases adolescents’ empathy for victims, self-
efficacy toward intervening, and engagement in 
counterspeech [33, 34]. More prevention research 
needs to be conducted to increase the acceptabil-
ity, fidelity, and sustainability of the existing pro-
grams to improve adolescent hate speech-related 
outcomes. In addition, more research is needed to 
understand the cross-cultural validity of existing 
programs and the most effective ways to prepare 
adolescents for living harmoniously in diverse 
societies.

4	� Recommendations

Some key recommendations from existing 
research include:

•	 Raise awareness around the harmful nature 
of—online and offline—hate speech for indi-
viduals and societies to prevent trivialization 
and justification of perpetrators’ behavior.

•	 Emphasize morality training that aims to raise 
awareness of the socio-cognitive processes 
that adolescents might activate to reduce guilt 
and remorse when perpetrating OHS.

•	 Encourage civic engagement by offering 
human rights education and promoting knowl-
edge (e.g., regarding equality, inclusivity, and 
diversity), attitudes, opportunities, and social-
emotional skills (e.g., expressing opinions 
appropriately).

•	 Provide cybersecurity and cyber protection 
information and combine them with behavioral 
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components to enable adolescents to protect 
their data and information online.

•	 Identify and promote young people’s social 
and personal resources that bolster resilience 
and mitigate adverse effects of OHS 
victimization.

•	 Inform parents of effective parental mediation 
strategies and ensure children’s fundamental 
rights (e.g., informational self-determination 
and age-appropriate online privacy) without 
being intrusive.

•	 Encourage educators and parents to talk regu-
larly and openly with their children about their 
online experiences.

•	 Implement digital literacy interventions for 
young people, teachers, and parents and com-
bine them with ethical and civic courage com-
ponents to address prejudice, stereotypes, and 
self-efficacy.

•	 Consult stakeholders (e.g., adolescents, edu-
cators, parents, and social media providers) to 
design effective policies and provider-based 
intervention strategies, such as human- and 
artificial intelligence-based content and com-
ment moderation.
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